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Figure 1: sketch of a neuron.

Figure 2: a neuron with
particular values for inputs &
weights.

2. Neural Networks: Basic Concepts.

The basic element of a neural network (NN) is

a neuron, also referred to as a node (see figure 1).

Each node receives input signals via a series of n

connections, which we can label x1..xn. Each

connection has a weight associated with it, which we

can label w1..wn.  The total weighted input seen by a

neuron is the sum of all xiwi. That is, each input signal is multiplied by the weight of the

connection it is transmitted on, and then the products of all these multiplications are added

together. 

For example, in figure 2 we see a neuron with

inputs x1=4, x2=.2, x3=-7.3, and x4=-.35. Associated

with these inputs we have connections of w1=1.2,

w2=.-3.7, w3=-2.1, and w4=2.5. This being the case,

the neuron receives a total input of 4*(1.2) + .2*(-3.7)

+ (-7.3) *(-2.1) + (-3.5)*(2.5) = 10.64. This weighted

input is then fed into the neuron’s transfer function.

Various transfers functions are available to someone designing a NN, some of which are

presented in figure 3. Figure 3(A) shows a step transfer function, with threshold of 1.

Figure 3(B) shows another step transfer function, this time with a threshold of 2. Figure

3© shows a ramp transfer function, with maximum value of .75. Finally, figure 3(D)

shows a sigmoidal transfer function, which has an output of 0 for inputs smaller than 1,
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Figure 3: examples of transfer functions.

Figure 4: truth table for
binary function and().

Figure 5: graphic
representation for and()
function.

starts increasing when its input reaches 1, and saturates to an output value of 1 when its

input reaches 2. With these and any other transfer function, the output of the transfer

function is placed on the neuron’s output connection. 

Even though the two neurons I have used as examples here both have 4 inputs,

neurons in general can have any number of inputs.  

As early as 1966, Papert and Minsky (1966) proved that a single neuron can solve very

few problems. In particular, they showed that a single layer network can learn to produce

correct outputs only  when the input combinations are linearly separable. For example,

take the case of the binary
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Figure 6: neuron that
generates outputs identical to
and() function.

Figure 7: graphic
representation of binary
function xor().

function and(), which has the truth table shown in figure 4. We can also represent this

function with a two-dimensional graph, each input

variable being displayed on a different axis (in general, a

function with n inputs could be represented in this way

using an n-dimensional graph). Figure 5 represents the

and() function using this method. In addition, figure 5

shows that we can find a line that divides the input space

where the function produces an output of 1 from the

input space where the function produces an output of 0. (In general, for a function with n

inputs, we would need to find an (n-1)dimensional plane dividing the input space.) The

fact that this line exists means that a neuron can

divide, or recognize, the input combinations that

need to produce a 1 from the input combinations

that need to produce a 0. For this simple case, we

can use a neuron with weights as indicated in figure

6, and a step transfer function with threshold of 2.

What Papert and Minsky showed was that

there were very simple functions that a single layer network cannot imitate. For example,

take the case of the binary function xor(). The xor() function produces an output of 1

when exactly one of its two input lines has a value of 1. No neuron can duplicate the

output of  an xor() binary function, shown graphically in figure 7, since we cannot find a

single line that can divide the input space where the function produces an output of 1 from
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Figure 8: xor NN correctly
processing input (1,1).

the input space where the function produces an output

of 0. This was a very influential conclusion, since xor()

is considered a fairly simple function. If a neuron could

not solve this problem, most functions would suffer the

same fate and be insoluble.

A solution to this problem is found once we

connect several neurons together, forming a multi-layer

network. Take, for example, the network shown in

figure 8. From a “black box” perspective, this network looks exactly like a single neuron

trying to solve the xor problem; it has two inputs and one output. Internally, though, it has

several neurons working together to solve the xor problem, which they manage to do. 

Figure 8 illustrates the network while processing input (1,1). The bold numbers to the

right of a connection represent the connection’s weight, and the number in italics to the

left of the connection represents the signal present on that connection. St_1 represents a

step transfer function with threshold of 1, while st_2 represents a step transfer function

with threshold of 2.  This network produces a correct output for all four possible input

combinations. 

Therefore, by combining neurons to form a neural network, we have managed to come up

with a computation device more powerful than any one neuron. In fact, Siegelmann and

Sontag (1992) have shown that NN are Turing powerful. That is, anything that can be

computed by a digital computer can be computed by a correctly configured NN.

Although, as we have just seen, NN can compute a large class of functions, their
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Figure 9: NN that fails to solve the
xor problem.

real power comes from the fact that, unlike other computing devices, no explicit

description of their behavior needs to be provided. Rather, NN can learn to approximate a

function by being presented with input-output pairs. The network is presented with an

input, and it propagates signals among its connections according to the weights and

transfer functions it has at the moment. Eventually we get a signal on the network’s output

connections. If this output is the same as the desired output for the input just presented,

then nothing is modified. On the other hand, if

the actual and the desired outputs are not the

same, then the network’s weights are modified

in such a way as to minimize the network’s

error. This process is repeated for a

predetermined number of epochs, or until a

predetermined error is achieved.    

For example, lets say we want to, once

again, have a NN learn the behavior of the xor function. If the network we have is the one

shown in figure 9, then the correct output will be produced for three of the four possible

inputs. For input (1,1), though, the network will produce an incorrect output of 1. Notice

that this network differs from the one presented in figure 8 only by the value of one of its

weights (the weight with a value of -1 in figure 8 has a value of 1 in figure 9). Although

we could try to “fix this problem” by tinkering with the NN weights until we find a

combination that responds correctly to all input possibilities, this would be impractical

when dealing with large networks, and/or with larger input combinations. What we need is



8

Figure 10: NN with
recurrent connections.

an automated process by which the network’s weights can be modified so as to decrease

the error. One such method was developed by Rumelhart, Hinton, and Williams (1986).

The method is called the generalized delta rule, but is commonly known as standard

backpropagation, since it operates on the principle of letting the network compute an

output, calculating an error by comparing this output with the desired output, modifying

the weights directly connected to output nodes, and then communicating the error for

each output node back towards the input nodes, eventually computing weight

modifications for all nodes of the network. 

The learning method outlined above can be used for any network that does not

contain feedback loops. It cannot be used with networks

where propagating an error signal from the output nodes

back to the input nodes would create an infinite loop. In

the network shown in figure 10, node a would propagate

its error to node d, node d to node c, node c to node b, and

node b back to a, creating a process that would never

finish. This type of network, though, is needed in order to

process time-dependent  information. For example, we might be interested in training a

NN to recognize when two consecutive digits of a binary stream are the same. If the

stream were “1 0 1 0 0", we would like the network to output “0 0 0 0 1". Notice that the

NN needs to react differently to the first (or second) 0 than to the third 0 because of what

has happened in the input stream previously. The network needs, in effect, to store

information about past inputs. Only a network with feedback loops can achieve this type
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of behavior. 

In order to train this type of network, called a recurrent neural network (RNN),

extensions to the standard backpropagation algorithm such as Recurrent Backpropagation,

and Backpropagation Through Time (BPTT) have been devised that take into

consideration this type of connection. A good review of these and other learning

algorithms has been prepared by Pearlmutter (1990). 
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