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THE CENTRALITY OF COMPLEXITY IN 
GEOSCIENCE EDUCATION

The accompanying papers in this collection sketch three 
abilities (to think temporally, to think spatially, and to observe 
in the fi eld) that characterize professional thinking in the geo-
sciences and that must be nurtured in geoscience learning envi-
ronments. The expert geoscientist or student must coordinate 
these cognitive skills in the effort to understand Earth and pro-
cesses that affect it. This paper concerns a key fourth ingredi-
ent in geoscience thinking, an appreciation for and an ability 
to grapple with complex systems. Several facets of complex-
ity important for learning and instruction are introduced in this 
section. The following section briefl y reviews some fundamen-
tal research on learning and cognition. The remaining sections 
bring these fundamental ideas to bear on learning to understand 
complex earth systems.

Independent of any formal mathematical considerations, 
the geosciences concern complex systems in the sense that the 
phenomena under study arise from multiple interacting processes 
that are extended in time. The intrinsic complexity of the earth 
sciences is suggested by the expectation that even at pre–high-
school levels of study, students should reach a basic understand-
ing of explanations that involve entire systems. Further, research 
and teaching in the geosciences are increasingly infl uenced by 
the concept of “earth system science,” which emphasizes the 
study of the connections and interactions among the atmosphere, 
hydrosphere, biosphere, cryosphere (ice and snow), solid earth, 
and anthroposphere (objects and processes produced by humans). 
Although each of these spheres taken alone is complex and is the 
subject of a discrete traditional discipline, earth system science is 
now a research frontier, and contemporary instruction must ori-
ent students to it, particularly given the pressing need to under-
stand and address the problem of climate change.1
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ABSTRACT

Expert geoscientists think in terms of systems that involve multiple processes with 
complex interactions. Earth system science has become increasingly important at the 
professional level, and an understanding of systems is a key learning goal at all levels of 
the earth science curriculum. In this paper, research in the cognitive and learning sci-
ences is brought to bear on the question of how students learn systems thinking and on 
the challenges of developing effective instructional programs. The research suggests that 
learning systems concepts is diffi cult and that it involves extended learning progressions, 
requiring structured curricular integration across levels of K–16 instruction. Following 
a discussion of these challenges, current instructional innovations are outlined, and an 
agenda for needed research on learning and teaching systems thinking is proposed.
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1An increasing emphasis on complex systems is common across the sciences, with areas such as systems chemistry, systems biology, or systems neuroscience 
becoming increasingly important. Thus, there is no claim in this paper that systems thinking is unique to the geosciences or that the phenomena under study are 
intrinsically more complex than, say, physiological phenomena. In many respects, then, a similar paper could be written about teaching and learning in other sci-
ences, such as biology (see, for example, Hmelo-Silver et al., 2007). The current paper seeks to characterize systems thinking in the geosciences without teasing 
out contrasts with other sciences. The same might be said about the other topics in this set of papers: time (cf. evolutionary biology or astrophysics), space (cf. 
anatomy or organic chemistry), and fi eld experience (cf. bench experience in biology or fi eld experience in ecology).
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Beyond the role of multiple processes in geoscientifi c phe-
nomena, complexity derives additional, more technical meaning 
from the intricate, nonlinear interactions among processes, mak-
ing the system behavior that emerges from the interaction unpre-
dictable from an isolated understanding of the individual parts. 
The whole system is thus the necessary target for explanation, 
and mathematical and modeling tools for the study of complexity 
and system behavior offer key theoretical resources. A principal 
approach has been systems dynamics (Ford, 1999), which focuses 
on fl ows of matter and energy among reservoirs, the infl uences 
on those fl ows, and the resulting positive and negative feedback 
loops that drive reservoirs toward constancy or extremities, e.g., 
a positive feedback loop created by a rise in atmospheric tem-
perature that causes more evaporation, which causes an increase 
in atmospheric water vapor concentration, which causes an addi-
tional rise in atmospheric temperature through the greenhouse 
effect, which causes more evaporation, and so on. Explanations 
can be extended to space as well as time by solving the relevant 
equations over a discrete three-dimensional grid, as in meteoro-
logical modeling. In recent years, several further resources in the 
theory of complex systems, such as cellular automata, fractals, 
and stochastic approaches, have been applied to earth systems 
that exhibit multiple stable states, self-similarity, chaotic behav-
ior, self-organized criticality, and non-Gaussian output distribu-
tions (Turcotte, 1997, 2006). In this paper, ideas from systems 
dynamics, particularly feedback concepts, are used to illustrate 
the challenges of learning the deeper lessons of complex systems.

In considering learning and instruction about complex sys-
tems, it is important to note that the complexity of earth systems 
in most cases cannot be reduced or dissected through experi-
mental control and replication. Evidence is largely observational 
and often historical in the strict sense that the phenomenon to be 
explained (or predicted) is a unique state in the time course of 
a single system. Without recourse to the experimental method, 
researchers must measure multiple variables in the fi eld and tease 
apart causal relationships through reasoning with complex pat-
terns in data, searching for “smoking gun” evidence (Cleland, 
2001, 2002), and exploring simulation models. Thus, in addi-
tion to coping with complicated theories and novel, counterin-
tuitive systems concepts, students in the geosciences must learn 
an approach to theory verifi cation that differs in crucial respects 
from the canons of experimental science that dominate instruc-
tion on methodology in the rest of the science curriculum.

The following analysis involves all of these aspects of com-
plexity: (1) Because they involve multiple processes and tempo-
rally extended causal pathways, explanations in the earth sciences 
are complex in the vernacular sense that they are complicated and 
conceptually rich; (2) geoscientifi c explanations involve techni-
cal concepts of complex systems that involve nonlinear relation-
ships among processes and emergent system behaviors; and (3) 
empirical methodology in the geosciences involves combining 
and weighing multiple sources of evidence and typically does not 
involve the forms of simplifi cation available in the experimental 
sciences. Each of these dimensions poses challenges for learners 

and for the designers of learning environments, and addressing 
those challenges is critical to effectively integrating time, space, 
and fi eld-based learning into a curriculum.

SOME CONTEXT FROM THE LEARNING SCIENCES

The present analysis is framed not only by the centrality of 
complexity to learning and teaching in the geosciences but also 
by some pivotal general fi ndings from research on science learn-
ing. This general picture is briefl y reviewed here to give readers 
some tools for refl ecting on their own experience and to set the 
stage for the remainder of the paper, which attempts to weave 
together the requirements of complexity and the overall research 
base of the learning sciences to summarize what is known and 
what needs to be further studied in the domain of learning about 
complex systems.

Although it will come as no surprise to many readers of this 
paper, it is important to state at the outset that research on science 
learning across disciplines and age levels has shown consistently 
that learning science is diffi cult and that student outcomes from 
instruction often fall short of expectations. Hestenes et al. (1992), 
Gabel et al. (1987), Cañal (1999), and Schunn and Anderson 
(2001) are a few representative examples, from physics, chem-
istry, biology, and experimental psychology, respectively. On 
the one hand, research in the learning sciences provides a strong 
framework for effective teaching and for the design of successful 
instructional regimes. The references cited in this paper provide 
multiple entry points to the relevant literature. On the other hand, 
the research offers no shortcuts or simple algorithms for improv-
ing outcomes. Teachers of the earth sciences, or of any science, 
are perforce also learning scientists. The practice of learning sci-
ence, like the practice of other sciences, is best pursued via a 
grasp of underlying concepts rather than by following fi xed rules.

Educational settings aimed at introducing students to com-
plexity concepts in the geosciences must respect some founda-
tional fi ndings from three areas of cognitive psychology and 
research in cognition and education: (1) memory: well-learned 
scientifi c concepts participate in interconnected, integrated mem-
ory networks; (2) reasoning: concepts that are useful in extended 
thought must be introduced and practiced in their contexts of 
use; and (3) metacognition: advanced cognitive skills involve 
metacognition, which includes an awareness of one’s goals as 
a learner and the refl ective, strategic application of one’s knowl-
edge in the service of overall goals.

Memory: Learning That Persists over Time

We would like students to be able to recall material that 
they have learned. One of the most robust fi ndings about human 
memory is that learned material that is more meaningful, better 
understood, and more richly interconnected with other contents of 
memory is more likely to be recalled (Anderson, 2009). Thus, a 
monolingual speaker of English will recall a studied list of English 
sentences better than a list of Portuguese sentences. The person 
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will recall a narrative passage in English better than a random 
list of sentences. If the narrative passage presents information 
about the person’s grandmother that connects with known infor-
mation about said grandmother, the new information is likely to 
be remembered better than the same information about a previ-
ously unknown person. Remarkably, these simple and profound 
facts about learning and memory continue to be ignored in many 
classrooms. In some classrooms, sentences about the hydrologic 
cycle might well sound like Portuguese to an English-speaking 
sixth grader. Facts about the 16 processes in Figure 1 can easily be 
taught and assessed in such a way that they are never meaningfully 
interconnected with each other, even though the student may score 
reasonably well on a multiple-choice exam. The result would be 
that no foundation is built for further learning in later grades.

Reasoning: Using Scientifi c Concepts

Though memory for presented material is important, it is ulti-
mately a support for thought and action. Assessments of science 

learning have traditionally been, and sometimes remain, memory 
oriented, but the goal of science education is not only that the 
student remember, in some sense, the concepts but be able to use 
them to solve problems, to make decisions, to interpret fi ndings, 
to design research, and so on. Instruction and student assessment 
should be designed to promote uses of knowledge that are typical 
of the actual practice of science (Edelson et al., 2006; Edelson, 
2001; Chinn and Malhotra, 2002a). There is considerable evi-
dence of the ineffectiveness of instructional sequences in which 
students in introductory courses are taught facts about science, or 
taught how to solve stereotyped quantitative problems, and are 
then expected to learn to use the facts for scientifi c thinking in 
advanced courses (Trowbridge and McDermott, 1981; Crouch 
and Mazur, 2001).2

It is a mistake to think that simply asking students to do sci-
ence rather than memorize facts solves the problem, however. 
Modern science is a hard-won cultural achievement. Although it 
necessarily rests on natural capacities of the human brain, it also 
involves specifi c refi nements of those capacities that take time, 

2Generalizations about the effectiveness of learning environments are statistical. Environments of particular types vary, and, perhaps more importantly, students vary. 
Some students do learn concepts and reasoning in memory-oriented introductory courses, most likely because they spontaneously organize the concepts and think 
through their signifi cance. Many of today’s college professors probably were such students and are therefore partially blind to the fl aws in traditional environments.

Illustration by John M. Evans, USGS
http://ga.water.usgs.gov/edu/watercycle.html
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Figure 1. Diagram of the water cycle for students, based on a U.S. Geological Survey education web page. (Original color 
fi gure available at http://ga.water.usgs.gov/edu/watercycle.html. Used with permission.)
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guidance, and participation in a scientifi c community. Sciences 
seek to establish well-tested explanations of natural phenomena. 
Professional scientists are practiced at generating promising can-
didate models or hypotheses to explain classes of phenomena 
and at devising tests from which results upgrade or downgrade 
the explanatory prospects of a hypothesis relative to alterna-
tives. This skill is composed of many abilities, including noticing 
interesting phenomena, thinking in terms of unobservable causal 
processes, deriving predictions from a model that distinguish it 
from competing models, designing controlled experiments that 
eliminate alternative explanations, and so on. Although nonpro-
fessionals would not be expected to be fl uent in these skills, it is 
surprising how sparsely represented they seem to be in the gen-
eral population and how circuitously and indirectly they seem to 
be related to our natural capacity for causal reasoning (Kuhn and 
Pease, 2008; Kuhn, 1991).

Although humans do naturally form inductive generaliza-
tions and construct causal explanations, their reasoning tends to 
be marked by heuristics and biases that, although evolutionarily 
successful, are often inconsistent with canons of scientifi c and 
statistical reasoning (Tversky and Kahneman, 1974; Gigerenzer 
et al., 2000). They tend to notice and seek only confi rmatory 
evidence (Wason and Johnson-Laird, 1972; Mynatt et al., 1977). 
They tend to reason poorly in situations that involve thinking 
through the possible infl uences of multiple independent variables 
on a single dependent variable (Kuhn, 1991; Kuhn and Dean, 
2004). They have great diffi culty overcoming prior conceptions 
of a phenomenon and reasoning with a scientifi c model of the 
phenomenon, e.g., they might believe that an object shot out of a 
curved track into space will follow a curved path (McCloskey et 
al., 1980; McCloskey and Kohl, 1983); that the blanket is hotter 
than the metal bed frame (Watson and Konicek, 1990); that the 
space between molecules is fi lled with vapor, or dust, or some-
thing (Novick and Nussbaum, 1978); or that positive feedback is 
always good, as when your teacher gives you positive feedback 
on a paper.

One implication of this overall picture is that using scien-
tifi c concepts in the kinds of activities that scientists engage in 
should be a feature of science learning environments through-
out students’ educations. A second implication is that students’ 
activities will have to be carefully structured and sequenced to 
provide developmental pathways that overcome the many bar-
riers to learning to think like a scientist (Clark and Linn, 2003).

Metacognition: Awareness of the Nature of Science

Expert scientists’ work is structured by a sense of the 
nature of the enterprise. Scientists distinguish between theories 
(hypotheses, models, interpretations, causal explanations) and 
the evidence supporting the theories (e.g., the distinction between 

observed magnetic anomalies and the explanation of their spatial 
distribution via seafl oor spreading). They are aware that multi-
ple kinds of data can bear on a particular theory or hypothesis 
(e.g., magnetic anomalies and direct geodetic measurements of 
seafl oor movement support the seafl oor spreading theory). They 
are aware that current theories are subject to change, and they 
are sensitive to degree of confi rmation (ranging from contested 
research frontiers to ideas that, though once uncertain, are now 
accepted as fact and fundamental to a discipline, e.g., that Earth 
is more than 6000 yr old). They often think of ideas and knowl-
edge in their disciplines hierarchically, recognizing major theo-
retical ideas that organize many fi ndings and subtheories, that 
are foundational to the fi eld, and that constrain new explanations 
and shape creativity (e.g., plate tectonics, evolution, the periodic 
table). Scientists know that they should be alert to the possibility 
of alternative explanations and often maintain multiple hypoth-
eses simultaneously. They are aware of the strengths and weak-
nesses of particular research designs and methodologies, and to 
variability, error, and artifacts associated with particular measure-
ment techniques. Thus, at least ideally, individual scientists are 
refl ective about their work. Their work is guided by metacogni-
tive abilities and by a scientifi c epistemology, i.e., ideas about the 
nature of scientifi c knowledge.

Students’ scientifi c epistemologies often remain rudimentary 
relative to typical expert views3 through K–12 study and well into 
college (Carey and Smith, 1993; Smith and Wenk, 2006). Younger 
students often fail to distinguish between theory and evidence 
(believing that scientists just observe facts about nature, or just 
know stuff). Older students sometimes divide science into what 
is “proven” and what is still hypothesis, or they become extreme 
relativists or doubters (believing that scientists are biased; that 
they can show whatever their corporate sponsors want them to 
show; that they don’t really know anything; or that X is true for 
me). Thinking about science in a way that clearly resembles the 
way professionals think about science is a signifi cant cognitive 
achievement, and there is still a paucity of evidence about learn-
ing environments that ease the path (Khishfe and Lederman, 
2006; Khishfe, 2008; Chinn and Malhotra, 2002b).

Students’ metacognitive skills seem to track with their gen-
eral epistemological development, and their explicit views of the 
nature of science and their metacognitive skills may have a recip-
rocal causal relationship (Sandoval, 2005). Thus, students with a 
sophisticated epistemology will refl ectively structure their think-
ing around seeking an explanation for data, seeking multiple 
sources of confi rmation, thinking in terms of potentially discon-
fi rming as well as confi rming evidence, considering alternative 
hypotheses, trying to generate new, discriminating predictions, 
considering variability, and so on. Likewise, learning to employ 
these particular metacognitive skills might help to build one’s 
overall epistemological view.

3The nature of scientifi c knowledge is not a settled issue in philosophy of science, and professional scientists’ personal epistemologies vary by discipline and with 
individual research styles. Nevertheless, the epistemological stances of students show developmental change and typically will appear unsophisticated to any profes-
sional scientist and would have to be categorized as such under any contemporary philosophy of science (Carey and Smith, 1993; Smith and Wenk, 2006; Kuhn, 1991).
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BRINGING BASIC RESEARCH TO BEAR ON 
SYSTEMS-ORIENTED LEARNING AND INSTRUCTION

The foundational considerations just described have specifi c 
consequences for instruction intended to foster understanding of 
complex earth systems. The consequences are outlined in the fol-
lowing sections on model-based reasoning, learning progressions, 
learning complexity concepts, and system models versus reality.

Model-Based Reasoning

Researchers on scientifi c cognition and science learning 
have argued that model-based reasoning, or reasoning organized 
around mechanistic, causal explanations, is central to contempo-
rary science (Magnani et al., 1999; Nersessian, 2002). Theoreti-
cal models are both public entities (circulated in the form of texts, 
mathematical expressions, visual representations, computer pro-
grams, and physical models) and active psychological structures, 
or mental models. Experts or novices, of course, exercise their 
mental models in situations that involve things such as external 
symbolic and graphical representations, instruments, computer 
programs, and interaction with other people. The thoughts that 
come to individuals’ minds and their overall behaviors are thus 
conditioned by the situation, and it might be said that cognition, 
and the model itself, is spread over the person and situation, or 
generated by the person-situation complex. Nevertheless, an indi-
vidual’s stable internal representation of a model, its coherence, 
correctness, depth, generality, and generativity are critical to per-
formance in a given situation and across situations (Anderson et 
al., 1996; Vosniadou, 2007).

Although models, in the sense of explanatory constructs, 
are common across the sciences, understanding, reasoning with, 
and creating models are obviously central to and pervasive in sci-
ences concerned with complex natural systems, such as the geo-
sciences. Typically, to understand or to explain a phenomenon in 
the geosciences means to have a theoretical model of it that con-
tains one or more of the elements of complexity outlined in the 
opening section. In systems-oriented fi elds, understanding how 
well a phenomenon is understood, why certain data are impor-
tant, what evidence might be needed, how data are interpreted, 
and how the science informs policy decisions all hinge on under-
standing the model or models currently in play.

Given this centrality of system models to the geosciences, 
and referring back to the learning research context developed in 
the previous section, the learning goals for students will often 
include remembering the structure of a model and understanding 
the model well enough to reason with it, i.e., to use the model to 
answer questions or solve problems. On a metacognitive level, 
students must develop a refl ective awareness of the importance of 
models for understanding complex systems and learn to use this 
awareness in organizing their thinking.

In general, research has shown that students’ mental mod-
els are often incomplete or fl awed relative to an expert stan-
dard (Raghavan et al., 1998; Stewart et al., 1992; White and 

Frederiksen, 1998; Williamson and Abraham, 1995; Michael 
et al., 2002; Harrison and Treagust, 1996; Gobert and Pallant, 
2004; Bao and Redish, 2006). System models in particular have 
been shown to be diffi cult to understand in other fi elds, such 
as physiology (Rea-Ramirez et al., 2009; Hmelo-Silver et al., 
2007; Michael, 1998; Feltovich et al., 2001). The challenge to 
curriculum designers and teachers in the earth sciences is partic-
ularly diffi cult. Systems concepts pervade the curriculum from 
the earliest levels, and the learning goals for mid- to upper levels 
of the curriculum require the mastery of relatively sophisticated 
system concepts. Finally, the centrality of complex systems to 
the geosciences requires that students develop a conception of 
the nature of science that expands on the principles that they are 
likely to acquire elsewhere in the science curriculum. The next 
three sections, on learning progressions, learning complexity 
concepts, and models versus reality, address some of the unique 
issues that arise in a curriculum that hinges on learning about 
complex systems.

Learning Progressions

The literature on model-based reasoning and learning sug-
gests that understanding and applying system models, and appreci-
ating their central role in science, are ambitious learning goals that 
can only be reached in multiple steps with structured guidance, or 
scaffolding, for the student. The emerging concept of learning pro-
gression (Duncan and Hmelo-Silver, 2009) captures the instruc-
tional challenges by integrating several factors: (1) Systems con-
cepts develop over time as learners integrate important features of 
the concepts and begin to apply them in reasoning contexts; (2) for 
most learners, successful learning trajectories depend on carefully 
sequenced instruction, i.e., complexity concepts do not develop 
spontaneously or in response to unsystematic instruction; and 
(3) the interval from initial knowledge states to desired cognitive 
and metacognitive outcomes will often exceed traditional planning 
units, such as the course, the school year, or the middle-school sci-
ence curriculum. A focus on learning progressions thus acknowl-
edges the need to integrate curriculum over extended time periods 
and the need to study typical intermediate states of knowledge and 
the instructional interventions that promote continued learning. At 
most points in a learning progression, students will have a partial 
understanding of the model. Care must be taken that these partial 
understandings are free of serious misconceptions and that they 
provide a foundation for further progress.

Professionals in science teaching or research, e.g., most read-
ers of this paper, have little memory of their own learning progres-
sions and have diffi culty imagining novice states of knowledge, 
which are incomplete and which often contain misconceptions 
that are hard to uncover and repair. It is worth refl ecting for a 
moment on the likely length and the possible intricacies of the 
learning progressions for systems concepts. The water cycle can 
serve here as an illustration. Supporting students in building an 
integrated memory representation of the model and applying it 
with increasing sophistication will involve structured sequences 
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of materials and activities that include text, diagrams, discussion, 
problems and other kinds of assessments, data interpretation, and 
exercises with computer-based simulations. Several visual rep-
resentations of the water cycle in Figures 1–3, which might be 
used at three different points in a learning progression, make a 
good illustrative focus, since diagrams are central to thinking and 
teaching about the water cycle. The representational choices in 
these fi gures, and their implications for the associated learning 
goals, are a good way to begin to appreciate the extended learn-
ing progressions that are required of students who are learning 
about systems. Similar points could be made about other instruc-
tional materials, of course.

To begin with, it is worth noting that visual representations 
of natural phenomena or scientifi c models often pose unexpected 
challenges to students. Understanding scientifi c illustrations 
or fi gures involves complex conceptual processes that go well 
beyond merely seeing (Carpenter and Shah [1998] document 
this point for seemingly rather simple graphs). For example, 
the pictorial/graphical conventions observed in a fi gure typi-
cally depend on the very concepts the student is trying to learn. 
The student can misinterpret meaningful graphical elements or 
impose a mistaken interpretation on elements of the fi gure that 
are pictorially mandated but conceptually irrelevant (e.g., a ball 
and stick diagram in chemistry has to assign a color to oxygen, 
but oxygen is not in fact red). The student working with a fi gure 
is thus in a bootstrapping situation, where the fi gure can help the 
student learn some target concept, but the proper interpretation of 
elements of the fi gure depends on understanding aspects of the 
concept (Tversky et al., 2000; Jones et al., 2001, 2005).

Depictions of cyclical earth systems pose such problems. 
Quasi-realistic pictorial diagrams, such as Figure 1, overlay the 
names of process concepts and arrows depicting fl ow relation-
ships on a picture of a scene. This kind of pictorial diagram is 
probably useful, even necessary, to engage young students in 
the material and to scaffold their understanding, but care must 
be taken that they are not confused or distracted (Mayer et al., 
2008): Do some students think that it never rains over the ocean? 
Do some fail to grasp the relationship between evaporation and 
condensation, thinking that all water in the atmosphere is in the 
form of clouds? Do some misinterpret the arrows underground 
as underground rivers? Do students in Kansas think the water 
cycle only occurs at the seaside? Do students grasp the rela-
tionship between fl uxes and reservoirs from the diagram? Do 
some fail to appreciate the truly cyclic nature of the system, 
in which matter is conserved? Many such misconceptions or 
naïve alternative conceptions are discussed by Ben-Zvi-Assaraf 
and Orion (2005a). Clearly, a pictorial diagram cannot estab-
lish a cognitively robust conception of the water cycle, and any 
single diagram has, of necessity, the capacity to reinforce incor-
rect conceptions. Recognizing this, the materials accompany-
ing Figure 1 on the U.S. Geological Survey Water Science for 
Schools website augment the fi gure with further explanation of 
the cycle, but assessment of student outcomes would be neces-
sary to establish whether the explanation is successful.

Teachers and designers of curriculum must decide what 
would constitute success for students at this level of instruction. 
For example, one goal that might be considered as a foundation 
for further learning is that the student has truly grasped the con-
servation of mass in the cycle. This mastery can be assessed in 
carefully worded multiple-choice or short answer questions or in 
discussion. During, or after, instruction, some students who have 
studied diagrams such as Figure 1 might assent to a statement 
that increased evaporation due to global warming is leading to an 
overall loss of water (Ben-Zvi-Assaraf and Orion, 2005a). Some 
students might assent to the statement without reasoning with 
what they have learned; others might actually reason their way 
to the conclusion with a faulty conception of the system; others 
might be reasoning with a mental model that is truly cyclic, but 
they have misinterpreted the statement. The key point is the need 
to create instructional materials, practices, and assessments that 
result in most students emerging with a rudimentary but accurate 
mental model that they can reason with and that provides a plat-
form for further learning. Structuring early curriculum to give 
students a beginning metacognitive appreciation of the impor-
tance of complex systems is an interesting additional challenge 
for curriculum designers.

Figure 2 is a depiction of the water cycle that is intended 
for people involved in water management or water policy, who 
are assumed to be more sophisticated than the roughly K–8 stu-
dents for whom Figure 1 was designed. The lack of realism in 
the drawing signals its abstraction—it is less a realistic depic-
tion of a natural scene than it is a diagram of the system model 
with pictorial icons. Implicitly, the fi gure envisions a student who 
does not need a vibrant, realistic picture to be engaged but whose 

Figure 2. Diagram of the water cycle. Reservoirs (shown in italic) 
are in cubic miles. Fluxes (shown in roman type) are in cubic miles 
per year. Image is from Winter et al. (1998), used with permission. In 
original, reservoirs (pools) were in blue, and fl uxes were in black; view 
online at http://pubs.usgs.gov/circ/circ1139/htdocs/natural_processes
_of_ground.htm.
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understanding will be scaffolded by seeing and refl ecting on the 
association of pictorial elements with the font-based coding of 
terms for reservoirs (bold italic font) and fl ows (roman font), and 
with global totals expressed in physical units. The association 
encourages the insight that the picture is a communicative con-
venience and that the natural system encompasses all the oceans, 
groundwater, ice, and atmosphere of Earth. Interestingly, in the 
context of groundwater and surface-water management, the text 
accompanying Figure 2 refi nes the model to note that there are 
important local variations in the processes depicted.4 Could Fig-
ure 1, intended for young students, be improved by incorporat-
ing some of the aspects of Figure 2, such as the font coding, the 
explicit reference to all Earth’s water, or the reference to and 
distinction between precipitation on oceans and land, or would 
young students be overloaded? It is impossible to know without 
classroom experimentation.

As with the young students for which Figure 1 is intended, 
the learning goals for the more advanced students exposed to Fig-
ure 2 should be interrogated. Do the numbers presented in the 

fi gure actually support an increased ability to solve quantitative 
problems concerning the water cycle? Can students exposed to 
this curriculum correctly evaluate simple, but conceptually prob-
ing, statements such as the one above asserting that global warm-
ing leads to a global loss of water? Can students emerging from 
this curriculum reconcile global conservation of mass in the water 
cycle with regional and local variability in precipitation and water 
supply? For example, could a modal student write an insightful 
short essay commenting on the following: Jessie says that global 
warming doesn’t change the total amount of water in the world. 
How could this be true, if global warming causes a massive per-
manent drought in the American Southwest? Can problem sets or 
assessments be constructed at this level of instruction that com-
pel students to consider the interplay among multiple processes 
in the system, thus reinforcing a metacognitive awareness of the 
importance of systems thinking in the geosciences?

Figure 3 is the visual representation of a computer model 
of the water system implemented in the STELLA modeling 
environment.5 It can be seen as a translation of the processes in 

4“The hydrologic cycle commonly is portrayed by a very simplifi ed diagram that shows only major transfers of water between continents and oceans, as in Figure 
[2 in this paper]. However, for understanding hydrologic processes and managing water resources, the hydrologic cycle needs to be viewed at a wide range of scales 
and as having a great deal of variability in time and space. Precipitation, which is the source of virtually all freshwater in the hydrologic cycle, falls nearly everywhere, 
but its distribution is highly variable. Similarly, evaporation and transpiration return water to the atmosphere nearly everywhere, but evaporation and transpiration rates 
vary considerably according to climatic conditions. As a result, much of the precipitation never reaches the oceans as surface and subsurface runoff before the water is 
returned to the atmosphere. The relative magnitudes of the individual components of the hydrologic cycle, such as evapotranspiration, may differ signifi cantly even at 
small scales, as between an agricultural fi eld and a nearby woodland.” (from http://pubs.usgs.gov/circ/circ1139/htdocs/natural_processes_of_ground.htm)
5STELLA is a commercial software package sold by isee systems of Lebanon, New Hampshire: http://www.iseesystems.com/index.aspx.
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Figure 3. STELLA model of the water cycle, courtesy of John T. 
Snow, College of Atmospheric and Geographic Sciences, Uni-
versity of Oklahoma.
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Figure 2 into a system diagram that utilizes rigorous notational 
conventions with direct mappings to simulation code (in fact, 
one can program in STELLA by constructing such diagrams in a 
graphical user interface). The diagram is conceptual rather than 
pictorial, containing no representation of geography. It envisions 
a student who can think in terms of global masses without the 
pictorial scaffolding. The representation of reservoirs (boxes) 
and fl ows (double arrows) refl ects a strong generalization that 
many complex dynamic systems can be thought of in these terms. 
More importantly, perhaps, it envisions a student who grasps the 
distinction between the real system and the model of the system, 
and who can think about the causal mechanisms that are actu-
ally being included in the model. STELLA notation may scaffold 
this attention to mechanism by explicitly distinguishing between 
the storage and movement of material (boxes and double arrows) 
and hypothesized causal infl uences, represented by convert-
ers (circles) and connectors (single arrows). Thus, in Figure 3, 
some converters are infl uenced by more than one connector. The 
student must understand each of these mechanisms both qualita-
tively and ultimately quantitatively.

The expected cognitive outcomes of instruction involv-
ing modeling environments, such as STELLA, are likely to be 
ambitious. Given that students understand the nature of each of 
the reservoirs and fl ows, and the cyclical nature of the system, 
they are expected to understand or learn the causal mechanisms 
involved in the connectors (single arrows). Given this overall 
understanding, they are in a position to explore nonlinearities, 
interactions among processes, and emergent system properties 
by running the model with different parameter values. That is, 
they are in a position to begin to grasp some of the deep lessons 
of the systems perspective. The prospect of bringing large num-
bers of students to this level is exciting, but there are signifi cant 
questions about the necessary prior level of learning, about where 
in a learning progression modeling is best introduced, and about 
effective assessments.

The example of the water cycle demonstrates that complex 
systems instruction at any given level involves assumptions about 
students’ entering states of knowledge, the selection of learning 
goals that will provide a stable foundation for future learning, 
and choices about how to present conceptual content and assess 
outcomes. The visual representations in Figures 1–3 suggest both 
the kinds of choices that are made and the need for instructional 
fi ne-tuning that inevitably follows. Returning to the context from 
the learning sciences established at the beginning of this paper, 
for each stage of a learning progression, we must ask the follow-
ing: (1) What is the partial but accurate mental model of the sys-
tem that the student should retain? (2) What sorts of reasoning or 
problem solving should the student be able to accomplish using 
the model? (3) How should the instruction enhance the student’s 
metacognitive awareness of the nature of science? Constructing 
effective learning progressions for systems geoscience is partly a 
matter of knitting together work that has been done at different 
levels of instruction with attention to learning goals and thorough 
assessment, but there is also a frontier of educational research 

that is defi ned by the special nature of complexity concepts. This 
frontier is considered in the next two sections of the present paper.

Learning Complexity Concepts

It is clear from the previous discussion that extended learn-
ing progressions for complex systems arise in part because many 
concepts are involved, but an additional challenge is that system 
models involve sophisticated, initially counterintuitive concep-
tions of causality and mechanism that are known to be diffi cult to 
learn and that lie on the cutting edge of research in the learning 
sciences. The issues will be sketched briefl y here mainly in terms 
of the learning of feedback concepts, again with reference to the 
water cycle. Feedback relationships in reservoir and fl ow models 
might be considered the simplest case of extending a naïve linear 
conception of a mechanism into new conceptual territory. Simi-
lar points could be made concerning other complexity concepts, 
such as chaotic behavior or self-organization.

Feedback loops are pervasive in and central to models of 
earth systems. Whatever the initial points in a learning progres-
sion may be, it seems diffi cult to argue that students understand a 
model of a complex system if they do not ultimately understand 
the infl uence of feedback loops on its performance, at least quali-
tatively. For example, it seems possible that one point in a typical 
learning trajectory for an earth system is knowing the names of 
the reservoirs and fl ow processes, being able to connect them in 
a diagram, and knowing something about at least some of the 
processes (e.g., evaporation converts water from liquid to gas-
eous form, transporting it to the atmosphere). Thus, a student’s 
diagram of a piece of the water cycle might look something like 
Figure 4.

The diagram sums up what the student knows about how 
water in the ocean and water in the atmosphere are related by the 
process of evaporation. From the systems point of view, however, 
the dynamics of the fl ow are crucial. Does evaporation occur at a 
constant rate? If not, what drives the rate up or down? A crucial 
conceptual advance for the student would be a qualitative under-
standing of the kinds of feedback relationships diagrammed in 
Figure 5, which augments a part of Figure 3, presenter earlier.

An understanding of these two feedback loops represents a 
signifi cant conceptual advance. The double arrows, for material 
fl ow or fl ux, now explicitly represent the variable rate of evapo-
ration in the form of the converters attached to the evaporation 
arrows. As pointed out already, the diagram now contains a sec-

Water
in oceans

Water
in atmosphere

Evaporation

Figure 4. Hypothetical student diagram of a portion of the water cycle.
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ond kind of arrow, which represents direction of causal infl uence 
rather than fl ow of material. The causal pathways show that the 
amount of water in the atmosphere can infl uence the rate of evap-
oration, which controls changes in the amount of water in the 
atmosphere. In the negative loop, increasing amounts of water in 
the atmosphere decrease the rate of evaporation, which tends to 
decrease the amount of water in the atmosphere. In the positive 
loop, increasing amounts of water in the atmosphere increase the 
rate of evaporation, which tends to further increase the amount of 
water in the atmosphere.

In addition to introducing new causal pathways, the feed-
back loops involve additional processes that were not part of the 
initial description of the water cycle, and since the arrows are 
causal, the student has to understand the mechanism of how the 
processes involved in the feedback create the effects. Mecha-
nisms are at best implicit in systems diagrams. For example, the 
presence and sign of a feedback loop are not obvious from the 
way a network diagram looks. The presence of a converter and its 
connector arrow in a STELLA diagram is a sign that a submodel 
of the overall system model has to be understood.

Like many other aspects of complex systems, the learning 
of the concepts of negative and positive feedback seems to be a 
seriously under-researched problem. Although the practical appli-
cation of negative feedback goes back at least hundreds of years 
to the invention of the centrifugal governor to control mechanical 
systems, the generalized understanding and detailed mathematical 
treatment of feedback processes began in the late nineteenth cen-
tury, and the interpretation and proper use of feedback processes 
in earth systems models are subjects of current discussion at a 
professional level (Roe, 2009; Bates, 2007). It is possible that the 
transition from understanding the fl ow of material in a complex 
system, at the level of Figure 4, to understanding the causal rela-
tionships that affect the dynamics of fl ow, particularly those that 
involve feedback, is a signifi cant cognitive challenge. Sibley et al. 

(2007), for example, found that students in a university general 
education geology course had a decent understanding of reser-
voirs and fl uxes in the water cycle, but they stated that feedback 
loops are a more advanced concept and did not test understanding.

An understanding of feedback concepts appears to involve 
changes in typical common-sense conceptions of causality (Per-
kins and Grotzer, 2005; Grotzer and Lincoln, 2007). People tend 
to think of phenomena as having unitary causes and to think of 
causality as unidirectional (A causes B, or A causes B, which 
causes C). Grasping that chains of causality can loop in such a 
way that the current output of a process can affect its later inputs 
requires a reorganization of the simplest notions of cause. Since 
most psychological and educational research on causality con-
cerns how people process empirical evidence to infer simple 
cause-effect relationships,6 we know little about how students 
come to understand the workings of complex system models or 
relate them to observable evidence. For example, it is possible 
that many students who appear to understand homeostasis in 
K–12 biology do not understand the idea of a recurrent causal 
chain that constitutes a feedback control signal but instead think 
that the body just intentionally restrains itself.

Understanding system models requires students to overcome 
a natural preference for plausible, unitary causal mechanisms. 
The macroscopic behavior of complex systems is typically 
the result of multiple interacting processes, some of which are 
nonobvious or counterintuitive. A particular feedback loop, for 
example, is often one of several infl uences on a process. In Fig-
ure 5, two different loops, one negative and one positive, compete 
in their infl uence on evaporation. In contrast to biological and 
engineered control systems, feedbacks in earth systems are often 
counterintuitive or invisible, e.g., in Figure 5, the effect of water 
vapor as a greenhouse gas and the infl uence of clouds on Earth’s 
albedo are both nonobvious relative to an initial understanding of 
the cyclical relationship between evaporation and precipitation, 

Evaporation

Greenhouse effect Temperature of atmosphere 

Water in oceans Water in atmosphere 

(+)

Evaporation 

Cloud coverAlbedo

Water in oceans Water in atmosphere 

(-)

Figure 5. Illustrative negative (–) and positive (+) feedback loops for a portion of the water cycle in STELLA notation 
(courtesy of Kim Kastens, Lamont-Doherty Earth Observatory and Department of Earth and Environmental Sciences, 
Columbia University).

6Beginning with Hume in the modern period, a normatively satisfying solution to the problem of induction has been recognized to be notoriously diffi cult. Never-
the less, humans, beginning in infancy, and at least some other organisms, seem to have a natural tendency to make causal inferences from fi nite experiences. 
Examples of work on the inference of simple causal processes from evidence may be found in Waldmann et al. (2006) and Kuhn and Dean (2004).
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which many students might interpret as the obvious “loop” pres-
ent in the system.

Understanding the consequences of rates and nonlineari-
ties in processes that are not immediately visible requires an 
expansion or revision of a basic binary, temporally immedi-
ate notion of a cause or process (either A causes B or it does 
not, and the effects on B are easily and quickly observable). 
The top-level macroscopic behavior of a system over time 
can be markedly affected by changes in the assumed rates or 
functional descriptions of underlying lower-level processes. 
Time lags, nonlinearities, stabilities, and instabilities in top-
level behavior are often emergent properties of the system in 
the sense that they are not contained in the lower-level driving 
processes or obviously predictable from them (Turcotte, 2006; 
Herbert, 2006). It seems clear that understanding the quantita-
tive behavior of system models and the properties of emergence 
can only be achieved by working with them, typically in the 
form of computer-based simulations. Working with simulations 
of earth systems requires understanding numerical expressions 
of mass, concentration, and rate, with units of measurement, as 
well as some understanding of differential equations or graphi-
cal stand-ins for them. K–16 curricular sequences that lead stu-
dents to this level are not well established.

The challenges of understanding emergent or subtle behav-
ior in system models are not only mathematical or formal, how-
ever. Wilensky and Resnick (1999) argued that it is a signifi cant 
conceptual change to think about systems in terms of levels of 
analysis, where patterns of behavior at the top level can emerge 
from distinct processes occurring at lower levels. In other dis-
ciplinary contexts, it has also been argued that the conceptual 
change involved in understanding emergent phenomena is onto-
logical in the sense that the student must form a concept of a new 
kind of phenomenon as opposed to adding a new instance of an 
already familiar kind (Chi, 2005; Slotta and Chi, 2006). Libar-
kin and Kurdziel (2006) presented evidence that many beginning 
college students do not think in terms of causal processes that 
underlie earth phenomena (e.g., fossilization, formation of con-
tinents) and argued that learning to think in terms of processes 
is an ontological change that underlies the systems perspective. 
Raia (2005, 2008) presented evidence that undergraduate stu-
dents tend to misinterpret systems phenomena in piecemeal lin-
ear causal terms, arguing that their conception of cause must be 
reorganized and expanded to include the interactive causal net-
works typical in complex systems.

Levels of analysis, process interactions, and feedbacks in 
earth systems involve the coordination of molecular and molar 
conceptions of matter and of the interaction of states or processes 
that are both visible and invisible. Students’ diffi culties with 
these coordinations are well established across the curriculum 
(e.g., Gabel et al., 1987). Well-known student misconceptions 
about photosynthesis (Barker and Carr, 1989; Cañal, 1999) (e.g., 
that the wood in a tree trunk came from material in the soil or that 
plants breathe) suggest, for example, that students have trouble 
with the idea of carbon in the atmosphere, and that it can some-

how be transformed and transported to/from the atmosphere and 
other, unlike objects (plants, animals, bodies of water, cars). The 
immediate surfacing of these issues for geoscience instruction is 
suggested by Ben-Zvi-Assaraf and Orion’s (2005b) fi nding that 
students had diffi culty integrating visible and invisible processes 
into a systems conception of the water cycle and in appreciating 
conservation of mass in the cycle.

The challenges of understanding learning progressions for 
systems sciences are neatly suggested in a series of studies by 
Sterman and Sweeney (Sterman, 2008; Sterman and Sweeney, 
2007), who found that Massachusetts Institute of Technology 
graduate students had fundamental misunderstandings of accu-
mulation in simple systems involving a single stock with an infl ow 
and outfl ow and no feedback loops. Students appeared to be using 
a pattern-matching heuristic for reasoning in which it is assumed 
that levels of an independent and dependent variable are directly 
correlated, or have a direct cause-effect relationship. For example, 
most reasoned that if carbon emissions were stabilized at current 
levels, then the amount of CO

2
 in the atmosphere would stabilize, 

whereas in fact it would continue to increase. These elite, highly 
educated students had not learned to recognize situations that 
involve reservoirs and fl ows and had not acquired basic strategies 
for reasoning with them, such as thinking in terms of accumula-
tion, mass balance, and comparison of rates of infl ow and outfl ow.

System Models versus Reality

The previous section concerns students’ understanding of 
and ability to reason with models of earth systems. Establish-
ment of successive levels of understanding for at least some of 
the models in a discipline is a primary goal of a science educa-
tion curriculum. A second, equally important, goal of science 
education is for students to understand the nature of theories and 
hypotheses in science and their relationship to evidence that bears 
on them. The understanding of theory and evidence shows a com-
plex developmental progression, and many college students fail 
to reach an epistemological stance that is akin to that of profes-
sional scientists (see, e.g., Kuhn, 1991; Smith and Wenk, 2006).

Models of complex systems are in many ways a novel kind 
of scientifi c hypothesis. In an era where traditional limits of 
mathematical tractability or practical computability have disap-
peared, professional scientists grapple with how to make choices 
about what to model, what processes to include in a model, what 
spatial and temporal grain to select, how to explore parameter 
settings, and how to understand the space of consequences or 
predictions covered by a model. At some points in the curricu-
lum, students must be made aware of these issues and experience 
them through constructing, altering, and running variant models 
(see, e.g., Bice, 2006).

The bulk of the psychological and educational literature on 
students’ reasoning with evidence concerns the mastery of the 
experimental method and distinguishing between correlation and 
causation in situations involving simple, one-step causality (Kuhn 
and Dean, 2004). This literature has restricted applicability to stu-
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dents’ understanding of empirical verifi cation in observational, 
historical disciplines, such as the geosciences. Although, some 
of the relevant issues are dealt with in the accompanying papers 
in this volume, most likely, metacognitive attention to the nature 
of evidence in the geosciences could be increased in geoscience 
courses and curricula. Students should learn not only that a par-
ticular hypothesis or theory is well established but also something 
about how it was established and the general lessons to be drawn 
concerning confi rmation or disconfi rmation in the geosciences.

The relationship between complex earth systems models, as 
hypotheses or theoretical constructs, and evidence that bears on 
them is not straightforward. The validation of system models is 
at the cutting edge of contemporary scientifi c practice and epis-
temology. Professional scientists are working to articulate the 
nature of the support for particular claims, as well as hard-won 
general lessons about testing complex models.7 In the areas of cli-
mate change and environmental management, the nature of evi-
dential support or disconfi rmation for system models has become 
an enormously important policy matter and is therefore a sig-
nifi cant educational issue that deserves increased attention from 
instructors. On the one hand, students must understand the dis-
tinction between models and reality in an era when models often 
produce impressively detailed, visualizable output. On the other 
hand, they must learn not to dismiss all models as merely models.8 
Issues such as averaging over multiple models or parameter sets 
and weighing the relative accuracy and importance of potentially 
relevant data series deserve attention throughout the college cur-
riculum and possibly careful introductory treatment in the K–12 
curriculum, as well. Maintaining the distinction between models 
and reality, understanding the nature of choices about the pro-
cesses to include in a model, and grasping the distinctions among 
the well-confi rmed and more hypothetical aspects of a model are 
all critical metacognitive accomplishments and potentially chal-
lenging instructional issues.

FUTURE PATHWAYS FOR CURRICULUM AND 
INSTRUCTION IN COMPLEX EARTH SYSTEMS

The previous sections developed a framework for thinking 
about science learning and complex systems instruction, includ-
ing a theoretical analysis of why systems thinking is diffi cult to 
learn, an introduction to the key educational issues, and numer-
ous entry points to the relevant literature. In this section, some 
implications of this framework are summarized, and an agenda 
for future research is proposed. The following items relate to key 
points of the framework, summarized here:

1. Integrated conceptual memory—Science instruction should 
be designed in such a way that students learn multidimensional, 
integrated, meaningful concepts, which will persist in memory, 
rather than isolated facts, which tend to be forgotten. Systems 
concepts are central to the geosciences. Students should fi nish a 
major unit of instruction knowing all the elements and processes 
in a system and the ways in which they fi t together, as opposed to 
unsystematic fragments.

2. Reasoning—Instruction should promote active reasoning 
with the target concepts. Reasoning with system models is a cen-
tral goal of earth science instruction.

3. Metacognition—Instruction should promote students’ 
awareness of the nature of science and their ability to use this 
knowledge to guide their thinking. For example, students who 
have absorbed the systems perspective should approach prob-
lems by asking, “What are the relevant systems here?”

The Course and the Classroom

Although there is a need for new lines of research on learn-
ing and for discipline-wide changes in curriculum design to 
address systems thinking, new developments are likely to begin 
with the innovations of individual instructors and departments.

Attention to Systems Thinking
Given the centrality of systems thinking to the geosciences 

and the diffi culty of the concepts, instructors should resist the 
impulse to think that students develop a systems mindset sponta-
neously or that systems ideas are taught in someone else’s course 
or sometime later in the curriculum. A useful counter-impulse 
would be to ask how to introduce or strengthen elements of sys-
tems thinking in one’s own courses and how to reinforce concepts 
that are taught concurrently or at other times in other courses.

Assessment
Given the diffi culty of systems concepts, careful assess-

ment of student learning is particularly important. Early in an 
instructional cycle (term, unit, etc.), a formative assessment of 
target systems concepts can allow the instructor to adjust the 
approach or the pace of instruction to correct for any widespread 
defi ciencies in student understanding. Low-stakes quizzes or 
in-class small-group exercises that are quickly diagnosable are 
examples of such assessments. Classwide defi ciencies in systems 
concepts on summative assessments, such as fi nal examinations, 
should be addressed in refi ning course materials for the following 
year.9 Both formative and summative assessments should probe 

7Serious discussions of climate models, for example, tend to involve an interplay among model assumptions and the properties of different data sets. An arbitrary 
example of such a discussion might be Rahmstorf and Vermeer (2009).
8Both a failure to distinguish between hypothesis and evidence and an extreme skepticism are common stages in the development of students’ understanding of the 
nature of science (Carey and Smith, 1993; Smith and Wenk, 2006). In the fi rst case, a system model might be thought of as just something we know, or found out, 
about Earth, and its outputs would be thought of as equivalent to observations. In the second case, students might think that models can be used to show anything 
and would greet all models with equal skepticism.
9For example, if students from the 50th to 85th percentile of a total-score distribution fail all of the systems items that require some conceptual understanding, a 
reasonable conclusion would be that the instruction failed to convey the concepts.
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conceptual understanding. For example, do students truly under-
stand conservation of mass in a cycle? Do they understand the 
causal mechanism that drives a feedback loop? Can they reason 
qualitatively with a model to a conclusion? Can they identify and 
label as positive or negative a feedback loop in a model diagram? 
Many of the educational research papers cited here can serve as 
sources of ideas for the assessment of model and systems under-
standing. Useful starting points might be Ben-Zvi-Assaraf and 
Orion (2005a, 2010), or Mohan et al. (2009).

Models versus Reality
As students confront the challenge of understanding system 

models, their metacognitive grasp of the distinction between mod-
els and reality should be maintained. The distinction can be dif-
fi cult to maintain in introductory contexts, where the processes 
included in a classroom model are often unassailable reference 
assumptions, such as conservation of mass, and students may have 
diffi culty simply understanding the behavior of the model itself. 
Nevertheless, it is advisable to introduce students to (1) the degree 
of correspondence between model predictions and empirical mea-
surements and the assessment of fi t, and (2) the refi nement of mod-
els via the inclusion of additional processes, for which empirical 
signifi cance may be less well established or more poorly under-
stood, e.g., one of the feedback loops in Figure 5. Ultimately, stu-
dents’ futures as professional geoscientists, policy makers, or citi-
zens depend very much on their grasp of this distinction. Schwarz 
et al. (2009) addressed some of the relevant issues.

Nature of Science
Complexity in the geosciences is intertwined with the obser-

vational/historical nature of the geosciences, which mandates 
complex models and the simultaneous evaluation of multiple 
interacting processes and multiple data sources. Students whose 
only model of science is single-process, one-step causality and the 
experimental method are unlikely to understand hypothesis for-
mation and confi rmation in the geosciences. A key metacognitive 
goal of the curriculum should be to develop students’ understand-
ing that the geosciences are in some ways a different “kind” of 
science. In many respects, the current set of papers explores this 
issue in some detail. Cleland (2001, 2002) provided a rigorous 
philosophical analysis of the historical aspects of the geosciences.

Complexity Curriculum

The increasing importance of complexity science across dis-
ciplines raises the question of coordination across areas of instruc-
tion in teaching complexity concepts and methods. Concepts of 
feedback, levels of analysis, emergent phenomena, self-organiza-
tion, and so on could be introduced, cross-referenced, and rein-
forced in multiple courses across the curriculum. Complexity-
oriented instruction is gaining attention in other disciplines (e.g., 
Wilensky and Reisman, 2006), and interdisciplinary or general-
purpose courses in system modeling or complexity science are 
a possibility that has an intellectual rationale and is under active 

exploration (Wilensky and Resnick, 1999; Jacobson and Wilen-
sky, 2006; Schwarz et al., 2009). These ambitious ideas depend 
in part on funded research for development, but they can also be 
driven by innovative collaborations across departments at par-
ticular institutions. The ultimate success of the ideas hinges on 
whether learning about complex systems in general, or in the con-
text of a particular stock of examples, transfers to new contexts.

Instructional Technology

Although many earth systems concepts can be introduced 
effectively to students without depending on computers (e.g., Ben-
Zvi-Assaraf and Orion, 2005b), computers, modeling software, 
and appropriate software-based instructional protocols offer rich 
opportunities for teaching and learning about complex systems, 
and it is arguable that they are required for intermediate-to-
advanced levels of instruction. Models are central to the practice 
of earth systems science at the professional level, and students’ 
understanding of the behavior of complex systems, and of the 
systems perspective, is potentially greatly facilitated by running 
simulation models, altering them, and comparing their output to 
real data sets. As in many other disciplines, the use of instructional 
technology, and more specifi cally of simulations, seems to have 
stabilized in the geosciences at the level of numerous local or 
sparsely distributed national efforts (e.g., Bice, 2006; Edelson, 
2001; Chandler et al., 2005). There appears to be a need for 
broader experimentation with best practices (as introduced, for 
example, by Bice, 2006) and for more widespread availability 
and use of accessible global climate models (exemplifi ed by the 
EdGCM project of Chandler et al., 2005).

Systemic Change

Understanding complex earth systems appears to be an 
extended intellectual challenge from introductory through 
advanced levels. Effective instruction is therefore likely to require 
curricular coordination across grade levels in the K–16 curricu-
lum. Educational research collaborations between learning sci-
entists and geoscientists and college-school partnerships in mid-
dle- and high-school curriculum development and assessment are 
particularly important in fostering the needed developments.

Research Agenda

The discussion in this section and the overall themes from 
the present paper point to several issues that might form a core 
research agenda on understanding complexity. None of the items 
on the agenda is completely unexplored, but they could all use 
further and more cumulative, coordinated work.

Learning Complexity Concepts
Although the literature in the learning sciences points clearly 

to the conclusion that complexity concepts are diffi cult to learn, 
there is very little research on student conceptions of particular 
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complexity concepts in earth systems, particularly on positive 
and negative feedbacks, levels of analysis and emergent phenom-
ena, and complex causality. Some recent papers (e.g., Raia, 2005, 
2008) point in a promising direction.

Learning Progressions
Research on extended learning progressions that scaffold 

and assess the acquisition of earth systems concepts is badly 
needed at the precollege and college levels. Mohan et al. (2009) 
and Ben-Zvi-Assaraf and Orion (2010) are model efforts in this 
direction.

Robust Instructional Software
Instructional materials and software packages that progres-

sively deepen students’ exposure to modeling complex systems 
remain an under-researched area. At an intermediate-to-advanced 
undergraduate level, Bice (2006, 2012) has constructed learning 
sequences that attempt to scaffold a progressive introduction to 
modeling earth systems using STELLA with great care to the pit-
falls and nuances of modeling and to the substance of the science. 
EdGCM (Chandler et al., 2005) is a striking effort to make a realis-
tic global climate model available to the instructional community. 
Efforts such as these require more substantial support, persisting 
infrastructures, and serious assessment and refi nement research.

Nature of Geoscience
There is a need for explicit attention to introducing students 

at various levels of instruction to different models of the scientifi c 
enterprise and of causality. Recent work in philosophy and his-
tory of science provides some support for developing sound cur-
riculum in this area (e.g., Cleland, 2001, 2002; Mitchell, 2009). 
Perkins and Grotzer (2005), Grotzer and Lincoln (2007), and 
Raia (2005, 2008) have done relevant initial work on the associ-
ated learning issues.

Policy Integration
Climate change is the premier public issue in the science 

of complex earth systems. Increasingly, climate change will 
be central to earth and environmental science curricula. Stu-
dent understanding of systems concepts is a critical outcome of 
these curricula. Work on teaching the concepts and assessing 
student understanding in the context of policy-motivated sci-
ence instruction is badly needed.

CONCLUSION

Engaging with the complexity of physical, biological, and 
social systems is a hallmark of contemporary science. Com-
plexity is particularly central to the study of earth systems for 
both students and professionals. Complexity concepts consti-
tute a stiff challenge for both learners and teachers, yet increas-
ing mastery of these concepts must be considered a sine qua 
non of the geoscience curriculum and an essential element of 
educating a citizenry for the rest of the twenty-fi rst century. The 

intrinsic complexity of earth systems and the deep experience 
of the geoscience community in thinking and teaching about 
these systems make the geosciences a particularly exciting 
environment for educational innovation.

ACKNOWLEDGMENTS

Many others made crucial contributions to this paper. Kim 
Kastens and Cathy Manduca provided continuous support and 
guidance throughout the writing. The overall approach in the 
paper emerged from early conversations with Tim Spangler. 
Invaluable discussion and feedback came from other members of 
the “synthesis group” that prepared the present volume, including 
Cinzia Cervato, Bob Frodeman, Chuck Goodwin, Lynn Liben, 
Dave Mogk, and Sarah Titus. Rick Duschl and Stephanie Pfi rman 
commented on an early draft of the paper. Later drafts benefi ted 
from conversations with Tina Grotzer and Cindy Hmelo-Silver 
and from comments by anonymous reviewers.

REFERENCES CITED

Anderson, J.R., 2009, Cognitive Psychology and Its Implications (7th ed.): New 
York, Worth Publishers, 608 p.

Anderson, J.R., Reder, L.M., and Simon, H.A., 1996, Situated learning and 
education: Educational Researcher, v. 25, no. 4, p. 5–11.

Bao, L., and Redish, E.F., 2006, Model analysis: Representing and assessing the 
dynamics of student learning: Physical Review Special Topics—Physics 
Education Research, v. 2, no. 1, doi:10.1103/PhysRevSTPER.2.010103.

Barker, M., and Carr, M., 1989, Teaching and learning about photosynthesis. 
Part 1: An assessment in terms of students’ prior knowledge: Interna-
tional Journal of Science Education, v. 11, no. 1, p. 49–56, doi:10.1080/
0950069890110105.

Bates, J.R., 2007, Some considerations of the concept of climate feedback: 
Quarterly Journal of the Royal Meteorological Society, v. 133, p. 545–
560, doi:10.1002/qj.62.

Ben-Zvi-Assaraf, O., and Orion, N., 2005a, A study of junior high students’ 
perceptions of the water cycle: Journal of Geoscience Education, v. 53, 
no. 4, p. 366–373.

Ben-Zvi-Assaraf, O., and Orion, N., 2005b, Development of system thinking 
skills in the context of earth system education: Journal of Research in Sci-
ence Teaching, v. 42, no. 5, p. 518–560, doi:10.1002/tea.20061.

Ben-Zvi-Assaraf, O., and Orion, N., 2010, Four case studies, six years later: 
Developing system thinking skills in junior high school and sustaining 
them over time: Journal of Research in Science Teaching, v. 47, no. 10, 
p. 1253–1280, doi:10.1002/tea.20383.

Bice, D.M., 2006, STELLA modeling as a tool for understanding the dynamics 
of earth systems, in Manduca, C.A., and Mogk, D.W., eds., Earth and Mind: 
How Geoscientists Think and Learn about the Earth: Geological Society 
of America Special Paper 413, p. 171–185, doi:10.1130/2006.2413(13).

Bice, D.M., 2012, Exploring the Dynamics of Earth Systems: A Guide to 
Constructing and Experimenting with Computer Models of Earth Sys-
tems Using STELLA: http://www.geosc.psu.edu/~dbice/DaveSTELLA/
entrance.htm (accessed 14 December 2011).

Cañal, P., 1999, Photosynthesis and “inverse respiration” in plants: An inevi-
table misconception?: International Journal of Science Education, v. 21, 
no. 4, p. 363–371, doi:10.1080/095006999290598.

Carey, S., and Smith, C., 1993, On understanding the nature of scientifi c knowl-
edge: Educational Psychologist, v. 28, no. 3, p. 235–251, doi:10.1207/
s15326985ep2803_4.

Carpenter, P.A., and Shah, P., 1998, A model of the perceptual and conceptual 
processes in graph comprehension: Journal of Experimental Psychology–
Applied, v. 4, no. 2, p. 75–100, doi:10.1037/1076-898X.4.2.75.

Chandler, M.A., Richards, S.J., and Shopsin, M.J., 2005, EdGCM: Enhancing 
climate science education through climate modeling research projects, in 
Proceedings of the 85th Annual Meeting of the American Meteorological 

 on June 5, 2012specialpapers.gsapubs.orgDownloaded from 

http://specialpapers.gsapubs.org/


110 N. Stillings

Society, 14th Symposium on Education, 8–14 January 2005: San Diego, 
California, American Meteorological Society, p. P1.5; online at http://
ams.confex.com/ams/Annual2005/techprogram/paper_83520.htm. 
(Information about EdGCM is available at http://edgcm.columbia.edu.)

Chi, M.T.H., 2005, Commonsense conceptions of emergent processes: Why 
some misconceptions are robust: Journal of the Learning Sciences, v. 14, 
no. 2, p. 161–199, doi:10.1207/s15327809jls1402_1.

Chinn, C.A., and Malhotra, B.A., 2002a, Epistemologically authentic inquiry 
in schools: A theoretical framework for evaluating inquiry tasks: Science 
Education, v. 86, p. 175–218, doi:10.1002/sce.10001.

Chinn, C.A., and Malhotra, B.A., 2002b, Children’s responses to anomalous sci-
entifi c data: How is conceptual change impeded?: Journal of Educational 
Psychology, v. 94, no. 2, p. 327–343, doi:10.1037/0022-0663.94.2.327.

Clark, D., and Linn, M.C., 2003, Designing for knowledge integration: The 
impact of instructional time: Journal of the Learning Sciences, v. 12, 
no. 4, p. 451–493, doi:10.1207/S15327809JLS1204_1.

Cleland, C.E., 2001, Historical science, experimental science, and the scien-
tifi c method: Geology, v. 29, no. 11, p. 987–990, doi:10.1130/0091-7613
(2001)029<0987:HSESAT>2.0.CO;2.

Cleland, C.E., 2002, Methodological and epistemic differences between his-
torical science and experimental science: Philosophy of Science, v. 69, 
p. 474–496, doi:10.1086/342455.

Crouch, C.H., and Mazur, E., 2001, Peer instruction: Ten years of experi-
ence and results: American Journal of Physics, v. 69, no. 9, p. 970–977, 
doi:10.1119/1.1374249.

Duncan, R.G., and Hmelo-Silver, C.E., 2009, Learning progressions: Aligning 
curriculum, instruction, and assessment: Journal of Research in Science 
Teaching, v. 46, no. 6, p. 606–609, doi:10.1002/tea.20316.

Edelson, D.C., 2001, Learning-for-use: A framework for the design of technol-
ogy-supported inquiry activities: Journal of Research in Science Teaching, 
v. 38, no. 3, p. 355–385, doi:10.1002/1098-2736(200103)38:3<355::AID
-TEA1010>3.0.CO;2-M.

Edelson, D.C., Pitts, V.M., Salierno, C.M., and Sherin, B.L., 2006, Engineer-
ing geosciences learning experiences using the Learning-for-Use design 
framework, in Manduca, C.A., and Mogk, D.W., eds., Earth and Mind: 
How Geoscientists Think and Learn about the Earth: Geological Society 
of America Special Paper 413, p. 131–144, doi:10.1130/2006.2413(10).

Feltovich, P.J., Coulson, R.L., and Spiro, R.J., 2001, Learners’ (mis) understand-
ing of important and diffi cult concepts: A challenge to smart machines in 
education, in Forbus, K.D., and Feltovich, P.J., eds., Smart Machines in 
Education: Menlo Park, California, AAAI/MIT Press, p. 349–375.

Ford, A., 1999, Modeling the Environment: An Introduction: Washington, D.C., 
Island Press, 415 p.

Gabel, D.L., Samuel, K.V., and Hunn, D., 1987, Understanding the particulate 
nature of matter: Journal of Chemical Education, v. 64, no. 8, p. 695–697, 
doi:10.1021/ed064p695.

Gigerenzer, G., Todd, P.M., and The ABC Research Group, 2000, Simple Heu-
ristics That Make Us Smart: New York, Oxford University Press, 416 p.

Gobert, J.D., and Pallant, A., 2004, Fostering students’ epistemologies of models 
via authentic model-based tasks: Journal of Science Education and Tech-
nology, v. 13, no. 1, p. 7–22, doi:10.1023/B:JOST.0000019635.70068.6f.

Grotzer, T.A., and Lincoln, R., 2007, Educating for “intelligent environmental 
action” in an age of global warming, in Moser, S., and Dilling, L., eds., Cre-
ating a Climate for Change: Communicating Climate Change and Facilitat-
ing Social Change: Cambridge, UK, Cambridge University Press, 549 p.

Harrison, A.G., and Treagust, D.F., 1996, Secondary students’ mental mod-
els of atoms and molecules: Implications for teaching chemistry: Sci-
ence Education, v. 80, no. 5, p. 509–534, doi:10.1002/(SICI)1098-237X
(199609)80:5<509::AID-SCE2>3.0.CO;2-F.

Herbert, B.E., 2006, Student understanding of complex earth systems, in Man-
duca, C.A., and Mogk, D.W., eds., Earth and Mind: How Geoscientists 
Think and Learn about the Earth: Geological Society of America Special 
Paper 413, p. 95–104, doi:10.1130/2006.2413(07).

Hestenes, D., Wells, M., and Swackhamer, G., 1992, Force concept inventory: 
The Physics Teacher, v. 30, p. 141–158, doi:10.1119/1.2343497.

Hmelo-Silver, C.E., Marathe, S., and Liu, L., 2007, Fish swim, rocks sit, lungs 
breathe: Expert-novice understanding of complex systems: Journal of the 
Learning Sciences, v. 16, no. 3, p. 307–331, doi:10.1080/10508400701413401.

Jacobson, M.J., and Wilensky, U., 2006, Complex systems in education: 
Scientifi c and educational importance and implications for the learn-
ing sciences: Journal of the Learning Sciences, v. 15, no. 1, p. 11–34, 
doi:10.1207/s15327809jls1501_4.

Jones, L., Jordan, K., and Stillings, N., 2001, Molecular Visualization in Sci-
ence Education: Final Report from the Molecular Visualization in Science 
Education Workshop, NCSA Access Center, Arlington, Virginia, 12–14 
January 2001: http://helios.hampshire.edu/~nasCCS/papers_and_reports
/chemviz_workshop_report_fi nal.pdf (accessed 14 December 2011).

Jones, L., Jordan, K., and Stillings, N., 2005, Molecular visualization in chem-
istry education: The role of multidisciplinary collaboration: Chemistry 
Education Research and Practice, v. 6, no. 3, p. 136–149, doi:10.1039/
b5rp90005k.

Khishfe, R., 2008, The development of seventh graders’ views of nature of sci-
ence: Journal of Research in Science Teaching, v. 45, no. 4, p. 470–496, 
doi:10.1002/tea.20230.

Khishfe, R., and Lederman, N., 2006, Teaching nature of science within a con-
troversial topic: Integrated versus nonintegrated: Journal of Research in 
Science Teaching, v. 43, no. 4, p. 395–418, doi:10.1002/tea.20137.

Kuhn, D., 1991, The Skills of Argument: Cambridge, UK, Cambridge Univer-
sity Press, 324 p.

Kuhn, D., and Dean, D., 2004, Connecting scientifi c reasoning and causal 
inference: Journal of Cognition and Development, v. 5, no. 2, p. 261–288, 
doi:10.1207/s15327647jcd0502_5.

Kuhn, D., and Pease, M., 2008, What needs to develop in the development 
of inquiry skills?: Cognition and Instruction, v. 26, no. 4, p. 512–559, 
doi:10.1080/07370000802391745.

Libarkin, J.C., and Kurdziel, J.P., 2006, Ontology and the teaching of earth sys-
tem science: Journal of Geoscience Education, v. 54, no. 3, p. 408–413.

Magnani, L., Nersessian, N.J., and Thagard, P., eds., 1999, Model-Based Rea-
soning in Scientifi c Discovery: New York, Kluwer Academic Publishers, 
343 p.

Mayer, R.E., Griffi th, E., Jurkowitz, I.T.N., and Rothman, D., 2008, Increased 
interestingness of extraneous details in a multimedia science presenta-
tion leads to decreased learning: Journal of Experimental Psychology–
Applied, v. 14, no. 4, p. 329–339, doi:10.1037/a0013835.

McCloskey, M., and Kohl, D., 1983, Naive physics: The curvilinear impe-
tus principle and its role in interactions with moving objects: Journal 
of Experimental Psychology—Learning, Memory, and Cognition, v. 9, 
no. 1, p. 146–156, doi:10.1037/0278-7393.9.1.146.

McCloskey, M., Caramazza, A., and Green, B., 1980, Curvilinear motion in the 
absence of external forces: Naïve beliefs about the motion of objects: Sci-
ence, v. 210, p. 1139–1141, doi:10.1126/science.210.4474.1139.

Michael, J.A., 1998, Students’ misconceptions about perceived physiological 
responses: Advances in Physiology Education, v. 19, no. 1, p. S90–S98.

Michael, J.A., Wenderoth, M.P., Modell, H.I., Cliff, W., Horwitz, B., McHale, 
P., Richardson, D., Silverthorn, D., Williams, S., and Whitescarver, S., 
2002, Undergraduates’ understanding of cardiovascular phenomena: 
Advances in Physiology Education, v. 26, p. 72–84.

Mitchell, S., 2009, Unsimple Truths: Science, Complexity, and Policy: Chi-
cago, University of Chicago Press, 160 p.

Mohan, L., Chen, J., and Anderson, C., 2009, Developing a multi-year learn-
ing progression for carbon cycling in socio-ecological systems: Journal 
of Research in Science Teaching, v. 46, no. 6, p. 675–698, doi:10.1002/
tea.20314.

Mynatt, C.R., Doherty, M.E., and Tweney, R.D., 1977, Confi rmation bias in 
a simulated research environment: An experimental study of scientifi c 
inference: The Quarterly Journal of Experimental Psychology, v. 29, 
no. 1, p. 85–95, doi:10.1080/00335557743000053.

Nersessian, N.J., 2002, The cognitive basis of model-based reasoning in sci-
ence, in Carruthers, P., and Stich, S., eds., The Cognitive Basis of Science: 
New York, Cambridge University Press, p. 133–153.

Novick, S., and Nussbaum, J., 1978, Junior high school pupils’ understanding 
of the particulate nature of matter: An interview study: Science Education, 
v. 62, no. 3, p. 273–281, doi:10.1002/sce.3730620303.

Perkins, D.N., and Grotzer, T.A., 2005, Dimensions of causal understand-
ing: The role of complex causal models in students’ understanding of 
science: Studies in Science Education, v. 41, p. 117–165, doi:10.1080/
03057260508560216.

Raghavan, K., Sartoris, M.L., and Glaser, R., 1998, Why does it go up? The 
impact of the MARS curriculum as revealed through changes in stu-
dent explanations of a helium balloon: Journal of Research in Sci-
ence Teaching, v. 35, no. 5, p. 547–567, doi:10.1002/(SICI)1098-2736
(199805)35:5<547::AID-TEA5>3.0.CO;2-P.

Rahmstorf, S., and Vermeer, M., 2009, Ups and Downs of Sea Level Projections: 
Real Climate: Climate Science from Climate Scientists, 31 August 2009: 

 on June 5, 2012specialpapers.gsapubs.orgDownloaded from 

http://specialpapers.gsapubs.org/


 SYSTEMS | Thematic Paper | Complex systems in the geosciences and in geoscience learning 111

http://www.realclimate.org/index.php/archives/2009/08/ups-and-downs
-of-sea-level-projections/ (accessed 14 December 2011).

Raia, F., 2005, Students’ understanding of complex dynamic systems: Journal 
of Geoscience Education, v. 53, no. 3, p. 297–308.

Raia, F., 2008, Causality in complex dynamic systems: A challenge in earth sys-
tems science education: Journal of Geoscience Education, v. 56, p. 81–94.

Rea-Ramirez, M.A., Nunez-Oviedo, M.C., and Clement, J., 2009, Role of dis-
crepant questioning leading to model element modifi cation: Journal of 
Science Teacher Education, v. 20, no. 2, p. 95–111, doi:10.1007/s10972
-009-9128-9.

Roe, G., 2009, Feedbacks, timescales, and seeing red: Annual Review of 
Earth and Planetary Sciences, v. 37, p. 93–115, doi:10.1146/annurev
.earth.061008.134734.

Sandoval, W.A., 2005, Understanding students’ practical epistemologies and 
their infl uence on learning through inquiry: Science Education, v. 89, 
no. 4, p. 634–656, doi:10.1002/sce.20065.

Schunn, C.D., and Anderson, J.R., 2001, Acquiring expertise in science: Explo-
rations of what, when, and how, in Crowley, K., Schunn, C.D., and Okada, 
T., eds., Designing for Science: Implications from Everyday, Classroom, 
and Professional Settings: Mahwah, New Jersey, Lawrence Erlbaum 
Associates, 498 p.

Schwarz, C.V., Reiser, B.J., Davis, E.A., Kenyon, L., Achér, A., Fortus, D., 
Shwartz, Y., Hug, B., and Krajcik, J., 2009, Developing a learning pro-
gression for scientifi c modeling: Making scientifi c modeling accessible 
and meaningful for learners: Journal of Research in Science Teaching, 
v. 46, no. 6, p. 632–654, doi:10.1002/tea.20311.

Sibley, D.F., Anderson, C.W., Heidemann, M., Merrill, J.E., Parker, J.M., and 
Szymanski, D.W., 2007, Box diagrams to assess students’ systems think-
ing about the rock, water and carbon cycles: Journal of Geoscience Edu-
cation, v. 55, no. 2, p. 138–146.

Slotta, J.D., and Chi, M.T.H., 2006, Helping students understand challenging 
topics in science through ontology training: Cognition and Instruction, 
v. 24, no. 2, p. 261–289, doi:10.1207/s1532690xci2402_3.

Smith, C.L., and Wenk, L., 2006, Relations among three aspects of fi rst-year 
college students’ epistemologies of science: Journal of Research in Sci-
ence Teaching, v. 43, no. 8, p. 747–785, doi:10.1002/tea.20113.

Sterman, J.D., 2008, Risk communication on climate: Mental models and mass 
balance: Science, v. 322, p. 532–533, doi:10.1126/science.1162574.

Sterman, J.D., and Sweeney, L.B., 2007, Understanding public complacency 
about climate change: Adults’ mental models of climate change violate 
conservation of matter: Climatic Change, v. 80, no. 3–4, p. 213–238, 
doi:10.1007/s10584-006-9107-5.

Stewart, J., Hafner, R., Johnson, W., and Finkel, E., 1992, Science as model 
building: Computers and high school genetics: Educational Psychologist, 
v. 27, p. 317–336, doi:10.1207/s15326985ep2703_4.

Trowbridge, D.E., and McDermott, L.C., 1981, Investigation of student under-
standing of the concept of acceleration in one dimension: American Jour-
nal of Physics, v. 49, no. 3, p. 242–253, doi:10.1119/1.12525.

Turcotte, D.L., 1997, Fractals and Chaos in Geology and Geophysics: Cam-
bridge, UK, Cambridge University Press, 398 p.

Turcotte, D.L., 2006, Modeling geocomplexity: “A new kind of science,” in 
Manduca, C.A., and Mogk, D.W., eds., Earth and Mind: How Geologists 
Think and Learn about the Earth: Geological Society of America Special 
Paper 413, p. 39–50, doi:10.1130/2006.2413(04).

Tversky, A., and Kahneman, D., 1974, Judgment under uncertainty: Heuristics and 
biases: Science, v. 185, p. 1124–1131, doi:10.1126/science.185.4157.1124.

Tversky, B., Zacks, J., Lee, P., and Heiser, J., 2000, Lines, blobs, crosses, and 
arrows: Diagrammatic communication with schematic fi gures, in Ander-
son, M., Cheng, P., and Haarslev, V., eds., Theory and Application of Dia-
grams: New York, Springer, p. 221–230.

Vosniadou, S., 2007, The cognitive-situative divide and the problem of con-
ceptual change: Educational Psychologist, v. 42, no. 1, p. 55–66, 
doi:10.1080/00461520709336918.

Waldmann, M.R., Hagmayer, Y., and Blaisdell, A.P., 2006, Beyond the informa-
tion given: Causal models in learning and reasoning: Current Directions in 
Psychological Science, v. 15, no. 6, p. 307–311, doi:10.1111/j.1467-8721
.2006.00458.x.

Wason, P.C., and Johnson-Laird, P.N., 1972, Psychology of Reasoning: Struc-
ture and Content: Oxford, UK, Harvard University Press, 264 p.

Watson, B., and Konicek, R., 1990, 1990, Teaching for conceptual change: 
Confronting children’s experience: Phi Delta Kappan, May, p. 680–685.

White, B., and Frederiksen, J., 1998, Inquiry, modeling, and metacognition: 
Making science accessible to all students: Cognition and Instruction, 
v. 16, no. 1, p. 3–118, doi:10.1207/s1532690xci1601_2.

Wilensky, U., and Reisman, K., 2006, Thinking like a wolf, a sheep, or a fi refl y: 
Learning biology through constructing and testing computational theo-
ries—An embodied modeling approach: Cognition and Instruction, v. 24, 
no. 2, p. 171–209, doi:10.1207/s1532690xci2402_1.

Wilensky, U., and Resnick, M., 1999, Thinking in levels: A dynamic systems 
approach to making sense of the world: Journal of Science Education and 
Technology, v. 8, no. 1, p. 3–19, doi:10.1023/A:1009421303064.

Williamson, V.M., and Abraham, M.R., 1995, The effects of computer anima-
tion on the particulate mental models of college chemistry students: Jour-
nal of Research in Science Teaching, v. 32, no. 5, p. 521–534, doi:10.1002/
tea.3660320508.

Winter, T.C., Harvey, J.W., Franke, O.L., and Alley, W.M., 1998, Ground Water 
and Surface Water: A Single Resource: U.S. Geological Survey Circular 
1139, 79 p. (also online at http://pubs.usgs.gov/circ/circ1139/index.html).

MANUSCRIPT ACCEPTED BY THE SOCIETY 7 NOVEMBER 2011

Printed in the USA

 on June 5, 2012specialpapers.gsapubs.orgDownloaded from 

http://specialpapers.gsapubs.org/


 on June 5, 2012specialpapers.gsapubs.orgDownloaded from 

http://specialpapers.gsapubs.org/

